
Student Name:

STAT 544 Mid-term Exam

Thursday 2 March 8:00-9:20

Instructor: Jarad Niemi

INSTRUCTIONS

Please check to make sure you have 4 pages with writing on the front and back (some pages are marked
‘intentionally left blank’). Feel free to remove the last page, i.e. the one with R code.

On the following pages you will find short answer questions related to the topics we covered in class for
a total of 50 points. Please read the directions carefully.

You are allowed to use a calculator and one 8 1
2×11 sheet of paper with writing on both front and back. A

non-exhaustive list of items you are not allowed to use are cell phones, laptops, PDAs, and textbooks.
Cheating will not be tolerated. Anyone caught cheating will receive an automatic F on the exam. In addition
the incident will be reported, and dealt with according to University’s Academic Dishonesty regulations.
Please refrain from talking to your peers, exchanging papers, writing utensils or other objects, or walking
around the room. All of these activities can be considered cheating. If you have any questions, please
raise your hand.

You will be given only the time allotted for the course; no extra time will be given.

Good Luck!
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Rescue probability

1. In Colorado, seventy percent of skiers lost during an avalanche are subsequently discovered. Of the
skiers that are discovered, 60% have an emergency locator, whereas 90% of the skiers not discovered do
not have such a locator. Suppose that a skier has disappeard in an avalanche. If she has an emergency
locator, what is the probability that she will be discovered? (20 points)
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Negative binomial

2. Let Y ∼ NB(r, θ) where r is known and θ is unknown. The probability mass function for y is

p(y) =

(
y + r − 1

y

)
(1− θ)rθy y = 0, 1, 2, . . .

where E[Y ] = rθ
1−θ .

(a) Derive the Jeffreys’ prior for θ. (20 points)
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(b) Derive the posterior for θ assuming θ ∼ Be(a, b). (10 points)

(c) For a particular data set, you found the posterior to be θ|y ∼ Be(150, 200). Provide R code to
compute an equal-tail 95% credible interval for θ. (4 points)

(d) Using the Central Limit Theorem, find an approximate equal-tail 95% credible interval for θ under
the posterior θ|y ∼ Be(150, 200). (6 points)
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JAGS interpretation (15 pts total)

3. Use the R/JAGS code and output, to answer the following questions

(a) Write down the model that is being fit including priors. (6 pts)

(b) For group 1, answer the following questions to 2 decimal places

i. Provide a 95% credible interval for α. (1 pt)

ii. Provide a 95% credible interval for β. (1 pt)

iii. Provide a 95% credible interval for the success probability if x is zero. (2 pts)

iv. Provide a point estimate for the success probability if x is one. (1 pt)

v. Describe how you would obtain a 95% credible interval for the success probability if x is one.
(2 pts)

(c) For which groups does the estimated equal-tail 95% credible interval for the coefficient for x not
include 0? (2 pts)
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R/JAGS code

library("rjags")

model = "

model

{
for (i in 1:N)

{
y[i] ~ dbern(pi[i])

pi[i] <- exp(eta[i]) / ( 1 + exp(eta[i]) )

eta[i] <- alpha[g[i]] + beta[g[i]] * x[i]

}

for (k in 1:K)

{
alpha[k] ~ dnorm(mu.a, tau.a)

beta[k] ~ dnorm(mu.b, tau.b)

}

mu.a ~ dnorm(0, 0.0001)

mu.b ~ dnorm(0, 0.0001)

tau.a <- 1/sigma.a^2

tau.b <- 1/sigma.b^2

sigma.a ~ dunif(0, 1000)

sigma.b ~ dunif(0, 1000)

}
"

dat = list(y = y, N = N, g = g, K = K, x = x)

m = jags.model(textConnection(model), dat)

## Compiling model graph

## Resolving undeclared variables

## Allocating nodes

## Graph information:

## Observed stochastic nodes: 100

## Unobserved stochastic nodes: 24

## Total graph size: 835

##

## Initializing model
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R/JAGS output

res = coda.samples(m,

c("alpha","beta","mu.a","mu.b","sigma.a","sigma.b"),

n.iter=1000)

summary(res)$quantiles

## 2.5% 25% 50% 75% 97.5%

## alpha[1] -3.435105228 -2.04607483 -1.39741017 -0.79466407 0.08208459

## alpha[2] 0.054814599 0.95945103 1.51772726 2.16674004 3.69380474

## alpha[3] -3.926391786 -1.76010141 -1.09490251 -0.47172729 0.54786592

## alpha[4] -0.145895164 0.82250310 1.34545947 2.06432737 3.82011198

## alpha[5] -5.038401252 -2.61673790 -1.76559311 -1.17958621 -0.25838834

## alpha[6] -0.046442572 0.92500981 1.36762330 1.95570099 3.30952393

## alpha[7] 0.155459629 1.07223487 1.54118645 2.18670932 3.72391427

## alpha[8] -0.207105324 0.73601392 1.21516713 1.88107699 3.54638959

## alpha[9] -1.562331052 -0.65232692 -0.27164663 0.12525641 1.00728619

## alpha[10] -0.008834431 0.87647024 1.39391755 2.04874373 3.63253223

## beta[1] -4.660202667 -2.48070493 -1.59034383 -0.75604439 0.18943281

## beta[2] -3.987511262 -2.18598111 -1.37445258 -0.84694216 0.11975280

## beta[3] -0.116974641 1.22240992 2.41046896 3.72447338 7.73353847

## beta[4] -6.411219238 -3.33114341 -2.33353387 -1.38656105 -0.20616413

## beta[5] -1.551565570 -0.33113426 0.46575251 1.35559977 3.96553990

## beta[6] -1.399563857 -0.49880335 0.01446619 0.65633235 2.28601333

## beta[7] -1.656571409 -0.77023761 -0.34026933 0.08065176 0.95564444

## beta[8] -6.393144075 -3.05788237 -1.77627663 -0.94380898 0.44576302

## beta[9] -2.390956801 -1.07142063 -0.51569297 0.03901060 1.10708962

## beta[10] -0.994069835 0.10164893 0.58112605 1.21131635 2.80406467

## mu.a -1.181279505 -0.01012929 0.43156265 0.81664788 1.95355205

## mu.b -2.183325479 -0.90103828 -0.45882648 0.01989332 1.31003568

## sigma.a 0.832313339 1.41084492 1.81771471 2.41636007 4.01827546

## sigma.b 0.520023395 1.29827801 1.90869611 2.61609360 5.00534089

7


